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Abstract

Unsupervised/self-supervised pre-training methods for graph representation learning have recently attracted increasing research interests, and they can be generalized to various downstream applications. Yet, the adversarial robustness of such pre-trained graph learning models remains largely unexplored. More importantly, the most existing defense techniques for end-to-end graph representation learning methods are not robust against adversarial attacks, and thus cannot be directly applied to the pre-training methods. In this paper, we propose an unsupervised defense technique to robustify pre-trained deep graph models, so that the perturbations on the input graph can be successfully identified and blocked before the model is applied to different downstream tasks. Specifically, we introduce a mutual information-based measure, graph representation vulnerability (GRV), to quantify the robustness of graph encoders on the representation space. We then formulate an optimization problem to learn the graph representation by carefully balancing the trade-off between the expressive power and the robustness of the graph encoder. The discrete nature of graph topology and the joint space of graph data make the optimization problem intractable to solve. To handle the above difficulty and to reduce computational expense, we further relax the problem and thus provide an approximate solution. Additionally, we explore a provable connection between the robustness of the unsupervised graph encoder and that of models on downstream tasks. Extensive experiments demonstrate that even without access to labels and tasks, our model is still able to enhance robustness against adversarial attacks on three downstream tasks (i.e., node classification, link prediction, and community detection) by an average of +16.5% compared with existing methods.

1 Introduction

Graphs, a common mathematical abstraction for modeling pairwise interactions between objects, are widely applied in numerous domains, including bioinformatics, social networks, and finance. Owing to their prevalence, deep learning on graphs, such as graph neural networks (GNNs) (Kipf et al. 2017; Hamilton et al. 2017), have recently undergone rapid development, and made major progress in various analytical tasks, including node classification (Kipf et al. 2017; Hamilton et al. 2017), link prediction (Kipf et al. 2016), and graph classification (Xu et al. 2019b). However, most deep learning models on graphs are trained with task-specific labels in an end-to-end manner for a particular task. This motivates some recent efforts to pre-train an expressive graph encoder on unlabeled data and further feed the learned representations to (supervised/unsupervised) off-the-shelf machine learning models for relevant downstream tasks (Hu et al. 2019, 2020; Qiu et al. 2020). The pre-training models on graphs enable the learned representations to be directly applicable to different applications with a simple and inexpensive machine learning model attached after the encoded representations.

Despite the promising results achieved by deep learning models on graphs, recent studies have shown that these models are vulnerable to adversarial attacks (Dai et al. 2018; Zügner et al. 2019a; Bojchevski et al. 2019a; Xu et al. 2020b). In other words, even imperceptible perturbations on graph topology and node attributes can significantly affect the learned graph representation, thereby degrading the performance of downstream tasks (Chen et al. 2020; Xu et al. 2020c). This so-called adversarial vulnerability has given rise to tremendous concerns regarding the utilization of deep learning models on graphs, especially in security-critical applications such as drug discovery (Gilmer et al. 2017) and financial surveillance (Yang et al. 2019, 2021). However, the adversarial vulnerability of pre-training models on graphs is far overlooked. In this work, we show that graph pre-training models also suffer from the adversarial vulnerability problem. Actually, owing to the complicated and deep structure, the graph encoder is more vulnerable to adversarial attacks on graphs.
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attacks than the simple machine learning models used for downstream tasks in a graph pre-training pipeline (Tanay et al. 2016). As Figure 1 shows, once the graph encoder is vulnerable to adversarial attacks, the adversarial risk would propagate to every task via the perturbed representations.

Most efforts targeted at this adversarial vulnerability problem focus on supervised, end-to-end models designed for a particular application scenario (Zügner et al. 2019b; Bojchevski et al. 2019b; Wang et al. 2019; Jin et al. 2020; Wang et al. 2021; Xu et al. 2021). However, the dependency on the supervised information largely limits the scope of their application and usefulness. For example, these models do not perform well on downstream tasks in which training labels are missing, e.g., community detection in social networks. In addition, training multiple models for different downstream tasks is both costly and insecure (Feurer et al. 2015). In contrast, robust unsupervised pre-training models can easily handle the above issues because adversarial attacks are identified and blocked before propagating to downstream tasks. Moreover, these models are applicable to a more diverse group of applications, including node classification, link prediction, and community detection. Unfortunately, however, these robust pre-training models under the unsupervised setting still remain largely unexplored.

There are many interesting yet challenging questions in this new field of research. Conventionally, the robustness of a model is defined based on the label space (Xügner et al. 2019b; Zügner et al. 2019b, which is not the case in our setting. Thus the first difficulty we meet is to quantify the robustness of an unsupervised model (without the knowledge of the true or predicted labels).

To overcome the above challenge, in this paper, we first introduce the graph representation vulnerability (GRV), an information theoretic-based measure used to quantify the robustness of a graph encoder. We then formulate an optimization problem to study the trade-off between the expressive power of a graph encoder and its robustness to adversarial attacks, measured in GRV. However, how to efficiently compute or approximate the objective of the optimization problem becomes the next issue. First, it remains a big problem on how to describe the ability of the attack strategies or the boundary of perturbations, because adversarial attacks on graphs perturb both the discrete graph topology and the continuous node attributes. Second, the rigorous definition of the objective is intractable.

To handle the above issues, we first quantify the ability of adversarial attacks using Wasserstein distance between probability distributions, and provide a computationally efficient approximation for it. We then adopt a variant of projected gradient descent method to solve the proposed optimization problem efficiently. A sub-optimal solution for the problem gives us a well-qualified and robust graph encoder.

Last but not least, we explore several interesting theoretical connections between the proposed measure of robustness (GRV) and the classifier robustness based on the label space. To show the practical usefulness of our model, we apply the learned representations to three different downstream tasks. Experimental results reveal that under adversarial attacks, our model beats the best baseline by an average of +1.8%, +1.8%, and +45.8% on node classification, link prediction, and community detection task, respectively.

## 2 Preliminaries and notations

In most cases, we use upper-case letters (e.g., X and Y) to denote random variables and calligraphic letters (e.g., $\mathcal{X}$ and $\mathcal{Y}$) to denote their support, while the corresponding lower-case letters (e.g., x and y) indicate the realizations of these variables. We denote the probability distributions of the random variables using subscripts (e.g., $\mu_X$ and $\mu_Y$) and the corresponding empirical distributions with hat accents (e.g., $\hat{\mu}_X$ and $\hat{\mu}_Y$). We use bold upper-case letters to represent matrices (e.g., $\mathbf{A}$). When indexing the matrices, $\mathbf{A}_{ij}$ denotes the element at the i-th row and the j-th column, while $\mathbf{A}_i$ represents the vector at the i-th row. Let $(X, d)$ denote the metric space, where $d : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ is a distance function on $\mathcal{X}$. The set of all probability measures on $\mathcal{X}$ is $\mathcal{M}(\mathcal{X})$.

We assume a generic unsupervised graph representation learning setup. In brief, we are provided with an undirected and unweighted graph $G = (\mathcal{V}, \mathcal{E})$ with the node set $\mathcal{V} = \{v_1, v_2, ..., v_{|\mathcal{V}|}\}$ and edge set $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V} = \{e_1, e_2, ..., e_{|\mathcal{E}|}\}$. We are also provided with the adjacency matrix $\mathbf{A} \in \{0, 1\}^{|\mathcal{V}| \times |\mathcal{V}|}$ of the graph $G$, a symmetric matrix with elements $\mathbf{A}_{ij} = 1$ if $(v_i, v_j) \in \mathcal{E}$ or $i = j$, and $\mathbf{A}_{ij} = 0$ otherwise. We augment $G$ with the node attribute matrix $\mathbf{X} \in \mathbb{R}^{|\mathcal{V}| \times |\mathcal{V}|}$ if nodes have attributes. Accordingly, we define our input as $s = (a, x) \in \mathcal{S}$; thus, we can conceive of $x$ as the attribute matrix and $a$ as the adjacency matrix of $G$ under a transductive learning setting, while $a$ and $x$ are the adjacency matrix and attribute matrix respectively of a node's subgraph under an inductive learning setting. We define an encoder $e : \mathcal{S} \rightarrow \mathcal{Z}$, which maps an input $s = (a, x) \in \mathcal{S}$ to a representation $e(a, x) \in \mathcal{Z}$, and a simple machine learning model $f : \mathcal{Z} \rightarrow \mathcal{Y}$ that maps a representation $z \in \mathcal{Z}$ to a label $f(z) \in \mathcal{Y}$. We go on to define $g = f \circ e$ as their composition, such that $(f \circ e)(a, x) = f(e(a, x))$. The mutual information between two random variables $X$ and $Y$ is denoted by $\operatorname{I}(X; Y)$. Specifically, it is defined as the Kullback–Leibler divergence between the joint distribution $p(x, y)$ and the product of the marginal distributions $p(x)p(y)$.

### Admissible perturbations on graphs.

The Wasserstein distance can be conceptualized as an optimal transport problem: we wish to transport the mass with probability distribution $\mu_S$ into another distribution $\mu_{S'}$ at the minimum cost. Formally, the $p$-th Wasserstein distance between $\mu_S$ and $\mu_{S'}$ is

$$W_p = (\mu_S, \mu_{S'}) = \left( \inf_{\pi \in \Pi(\mu_S, \mu_{S'})} \int_{\mathbb{R}^d} d(s, s') \ d\pi(s, s') \right)^{1/p},$$

where $\Pi(\mu_S, \mu_{S'})$ denotes the collection of all measures on $\mathcal{S} \times \mathcal{S}$ with marginal $\mu_S$ and $\mu_{S'}$, respectively. The choice of $\infty$-Wasserstein distance (i.e., $p = \infty$) is conventional in learning graph representations (Champion et al. 2008).

Based on $\infty$-Wasserstein distance, we can quantify the ability of the adversarial attacks. An attack strategy is modeled as a probability distribution close to that of $S = (A, X)$, and all possible attack strategies stay in a ball around the genuine distribution $\mu_S$, with a pre-defined budget $\tau > 0$:

$$B_{\infty}(\mu_S, \tau) = \{\mu_{S'} \in \mathcal{M}(\mathcal{S}) : W_{\infty}(\mu_S, \mu_{S'}) \leq \tau \}.$$
3 Graphs Representations Robust to Adversarial Attacks

In a widely adopted two-phase graph learning pipeline, the first step is to pre-train a graph encoder \( e \) (without the knowledge of any labels), which maps the joint input space \( S \) (i.e., the graph topology \( \mathcal{A} \) and node attributes \( X \)) into some, usually lower-dimensional, representation space \( Z \). Then the encoded representation is used to solve some target tasks.

In this section, we explain how to obtain a well-qualified graph representation robust to adversarial attacks. We first propose a measure to quantify the robustness without label information in §3.1. In §3.2, we formulate an optimization problem to explore the trade-off between the expressive power and the robustness of the graph encoder. We then describe every component in the proposed optimization problem, and explain how we obtain a sub-optimal solution efficiently in §3.3.

3.1 Quantifying the Robustness of Graph Representations

In this section, we propose the graph representation vulnerability (GRV) to quantify the robustness of an encoded graph representation. Intuitively, the learned graph representation is robust if its quality does not deteriorate too much under adversarial attacks. Now we introduce in detail how to measure the quality of representations using MI, and how to describe the difference of representation quality before and after adversarial attacks.

The use of mutual information. A fundamental challenge to achieving a qualified graph representation is the need to find a suitable objective that guides the learning process of the graph encoder. In the case of unsupervised graph representation learning, the commonly used objectives are random walk-based (Perozzi et al. 2014; Grover et al. 2016) or reconstruction-based (Kipf et al. 2016). These objectives impose an inductive bias that neighboring nodes have similar representations. However, the inductive bias is easy to break under adversarial attacks (Jin et al. 2020; Entezari et al. 2020), because the connections among local neighborhoods are prone to be broken under adversarial attacks. As an alternative solution, we turn to maximize the MI between the input attributed graph and the representation output by the encoder, i.e., \( I(S; e(S)) \), from a more global view. In our case, maximizing the \( I(S; e(S)) \) encourages the representations to be maximally informative about the input graph and to avoid the above-mentioned inductive bias.

Graph representation vulnerability. In addition to the measure of the quality of a graph representation, we also need to describe the robustness of a representation. Intuitively, an encoder is called robust if the value of the objective stays relatively stable after tiny perturbations on the input. Therefore, the encoder is robust if the MI before and after attack are close to each other. Thus, we propose the graph representation vulnerability (GRV) to quantify this difference:

\[
\text{GRV}_\tau(e) = I(S; e(S)) - \inf_{\mu_S \in \mathcal{B}_\tau(\mu_S, \tau)} I(S'; e(S')), \tag{1}
\]

where \( S = (A, X) \) is the random variable following the benign data distribution, and \( S' = (A', X') \) follows the adversarial distribution. The first term \( I(S; e(S)) \) in (1) is the MI between the benign graph data and the encoded representation, while the term \( I(S', e(S')) \) uses the graph data after attack. The attack strategy \( \mu_{S'} \) that results in the minimum MI is called the worst-case attack, and is defined as

\[
\mu_{S'} = \arg\min_{\mu_{S'}} I(S'; e(S')).
\]

Hence by definition, the graph representation vulnerability (GRV) describes the difference of the encoder’s behavior using benign data and under the worst-case adversarial attack. A lower value of \( \text{GRV}_\tau(e) \) implies a more robust encoder to adversarial attacks. Formally, an encoder is called \((\tau, \gamma)\)-robust if \( \text{GRV}_\tau(e) \leq \gamma \).

An analogy to the graph representation vulnerability (GRV) has been studied in the image domain (Zhu et al. 2020). However, the extension of (Zhu et al. 2020) to the graph domain requires nontrivial effort. An image is considered to be a single continuous space while a graph is a joint space \( S = (\mathcal{A}, X) \), consisting of a discrete graph-structure space \( \mathcal{A} \) and a continuous feature space \( X \). Moreover, the perturbation on the joint space \((\mathcal{A}, X)\) is difficult to track because a minor change in the graph topology or node attributes will propagate to other parts of the graph via edges. This is different in the image domain, where the distributions of all the pixels are assumed to be i.i.d. Therefore, the discrete nature of graph topology and joint space \((\mathcal{A}, X)\) make the worst-case adversarial attack extremely difficult to estimate. Thus, the optimization method we apply is substantially different from that in (Zhu et al. 2020); see §3.2 and §3.3. Furthermore, more complicated analysis is needed to verify our approach in theory; see §4 for details.

3.2 Optimization Problem

The trade-off between model robustness and the expressive power of encoder has been well-studied (Tsipras et al. 2019; Zhang et al. 2019). In our case, this trade-off can be readily explored by the following optimization problem

\[
\text{maximize } \ell_1(\Theta) = I(S; e(S)) - \beta \text{GRV}_\tau(e), \tag{2}
\]

where the optimization variable is the learnable parameters \( \Theta \) of the encoder \( e \), and \( \beta > 0 \) is a pre-defined parameter.

However, in practice, the “most robust” encoder is usually not the desired one (as it sacrifices too much in the encoder’s expressive power). An intuitive example for the “most robust” encoder is the constant map, which always outputs the same representation whatever the input is. Hence, a “robust enough” encoder would be sufficient, or even better. To this end, we add a soft-margin \( \gamma \) to GRV, and obtain the following optimization problem

\[
\text{maximize } \ell_2(\Theta) = I(S; e(S)) - \beta \cdot \max \{ \text{GRV}_\tau(e), \gamma \}. \tag{3}
\]

The second term is positive if \( \text{GRV}_\tau > \gamma \) and constant otherwise. As a result, when the encoder is sufficiently robust, the second term in \( \ell_2 \) does no contribution, and thus Problem (3) turns to the standard MI maximization using benign data. Furthermore, when \( \beta = 1 \), Problem (3) can be divided into two simple sub-problems, depending on the value of
In this case ($\beta = 1$), when $\text{GRV}_r(\epsilon) > \gamma$, the problem maximizes the MI under the worst-case adversarial attack. In other words, the robust encoder tries to maintain the mutual dependence between the graph data and the encoded representation, under all kinds of adversarial attacks. When the encoder is sufficiently robust (i.e., $\text{GRV}_r(\epsilon) \leq \gamma$), the problem turns to maximize the encoder’s expressive power.

GNN as the parameterized encoder. GNN has been extensively used as an expressive function for parameterizing the graph encoder (Kipf et al. 2016, 2017). In this paper, we adopt a one-layer GNN: $e(A, X) = \sigma(\hat{D}^{-1/2} \hat{A} \hat{D}^{-1/2} X \Theta)$, where $\hat{A}$ is the adjacency matrix with self-loops, $\hat{D}$ is the corresponding degree matrix, $\sigma$ is the ReLU function, and $\Theta$ is the learnable parameters.

Adversarial distribution estimation. Besides the estimation of MI, another challenge in solving Problem (4) is how to find the worst-case adversarial distribution $\mu_{S^*} \in \mathcal{B}_\infty(\mu_S, \tau)$. Here, we elaborate the three difficulties in finding $\mu_{S^*}$, and explain in detail how we solve them one by one.

First, it is difficult to choose an appropriate metric $d$ on the joint space $S = (A, X)$ that faithfully measures the distance between each pair of point elements. An intuitive choice for the distance between any pair of $s_1 = (a_1, x_1)$ and $s_2 = (a_2, x_2)$ in the joint metric space $(A, d_A)$ and $(X, d_X)$ would be the $L_p$-norm $\|d_{\mathcal{A}}(a_1, a_2), d_{\mathcal{X}}(x_1, x_2)\|_p$. However, this intuition falls in our case because the changes in both the graph topology and the node attributes are not in the same order of magnitude. Thereby, we have to consider the perturbations in $\mathcal{A}$ and $\mathcal{X}$ separately. With a little abuse of notation, we redefine the perturbation bound as follows:

$$\mathcal{B}_\infty(\mu_A, \mu_X, \delta, \epsilon) = \{(\mu_A, \mu_X) \in M(\mathcal{A}) \times M(\mathcal{X}) \mid W_{\infty}(\mu_A, \mu_X) \leq \delta, W_{\infty}(\mu_X, \mu_{S^*}) \leq \epsilon\},$$

where the small positive numbers $\delta$ and $\epsilon$ play the role of perturbation budget now. This is indeed a subset of the previous search space $\mathcal{B}_\infty(\mu_S, \tau)$.

Moreover, although the search space has been restricted, the $\infty$-Wasserstein constrained optimization problem remains intractable: We still have no clue about the underlying probability distribution. Similar to what we did to estimate MI, we turn to replace the real data distribution with an empirical one. Suppose we have a set of i.i.d. samples $\{(a^i, x^i)\}_{i \in [n]}$ (note that $n = 1$ under a transductive learning setting), based on which we can compute the empirical distribution $(\hat{\mu}_A, \hat{\mu}_X)$. The empirical search space is

$$\hat{\mathcal{B}}(\{(a^i)_{i=1}^n, (x^i)_{i=1}^n, \delta, \epsilon\} \mid \hat{\mu}_A, \hat{\mu}_X) = \{\hat{\mu}_A, \hat{\mu}_X \mid \|a^{i'} - a^i\|_0 \leq \delta, \|x^{i'} - x^i\|_{\infty} \leq \epsilon, i, i' \in [n]\},$$

where $\hat{\mu}_A$ and $\hat{\mu}_X$ are the empirical distributions computed from the perturbed samples $\{(a^i, x^i)\}_{i \in [n]}$. Here we use the cardinality (i.e., $L_0$-norm) to measure the change in graph topology, and the $L_{\infty}$-norm to measure the change in continuous node attributes (when node attributes are discrete, or even binary, we can also use $L_0$-norm for them). Finally, we notice that the empirical space $\hat{\mathcal{B}}(\{(a^i)_{i=1}^n, (x^i)_{i=1}^n, \delta, \epsilon\} \mid \hat{\mu}_A, \hat{\mu}_X)$ is again a subset of $\mathcal{B}_\infty(\hat{\mu}_A, \hat{\mu}_X, \delta, \epsilon)$.

The remaining question is how to efficiently find the worst-case adversarial attack. The classical choice for the image domain, i.e., the projected gradient descent (PGD) method (Madry et al. 2018), is no longer applicable in our case, as the graph topology is a Boolean random matrix. As a remedy for the discrete case, we adopt a projected gradient descent topology attack for graph topology (Xu et al. 2019a). More specifically, we first find a convex hull of the discrete feasible set, and apply the projected gradient method. A binary sub-optimal solution of worst-case $a^*$ is then recovered using random sampling. This projected gradient descent topology attack helps us identify the worst-case adversarial example efficiently.
4 Theoretical Connection to Label Space

In this section, we examine the ability of the proposed robust graph encoder of blocking perturbation and benefiting downstream tasks. To better understand the power of our robust model, we establish a theoretical connection between the robustness of representations (measured by our proposed GRV) and the robustness of the potential model built upon the representations. We take node classification as an example task, and the result can be easily generalized to other classical graph learning tasks. We first introduce the concept of adversarial gap (AG) to measure the robustness of the downstream node classifier, and then explore some interesting theoretical connections between GRV and AG.

Adversarial gap. Adversarial gap (AG) is a classical measure of robustness for node classification in inductive learning. Let $a$ and $x$ be the adjacency matrix and the attribute matrix of an induced subgraph. Denote by $(S,d)$ the input metric space and $Y$ the space of labels. For a node classifier $g : S \to Y$, we define the adversarial risk of $g$ with the budget $\tau \geq 0$ as

$$\text{AdvRisk}_\tau(g) = \mathbb{P}\left[\exists \tau' \in B(s, \tau) \text{ s.t. } g(a', x') \neq y \right],$$

where $B(x, \tau) = \{x' \in X \mid d(x', x) \leq \tau\}$. The adversarial gap (AG) is then defined as

$$\text{AG}_\tau(g) = \text{AdvRisk}_\tau(g) - \text{AdvRisk}_0(g),$$

which measures the relative vulnerability of the given model $g$. Apparently from the definition, a smaller value of AG (or AdvRisk) implies a more robust node classifier $g$.

Table 1 briefly summarizes the robustness measures, including AG, RV and GRV. The traditional model robustness, adversarial gap (i.e., $\text{AG}_\tau(g)$ and $\text{AG}_\tau(g)$), is based on the label space $Y$, while the MI-based robustness measures (i.e., RV, $\text{RV}_\tau(e)$ and GRV, $\text{GRV}_\tau(e)$) are built upon the representation space $Z$. The prior work (Zhu et al., 2020), which defines $\text{RV}_\tau(e)$ on a single input space $X$ in the image domain, has shown that $\text{RV}_\tau(e)$ has a clear connection with classifier robustness. Comparatively, the graph representation vulnerability $\text{GRV}_\tau(e)$ is defined on a joint input space $(\mathcal{A}, X)$ in the graph domain. Thus the new definition is essentially different from the one on the image domain due to the existence of both discrete and continuous input data structures.

Table 1: Summary of robustness measures. Adversarial gap (AG) is built on the label space $Y$, while representation vulnerability (RV) and graph representation vulnerability (GRV) are MI-based measures built on the representation space $Z$. The subscript $\epsilon$ denotes the perturbation budget of $x$ (i.e., the image) on the image domain, while the subscript $\tau$ denotes the perturbation budget of $(a,x)$ on the graph domain.

<table>
<thead>
<tr>
<th>Robustness measure</th>
<th>Domain</th>
<th>Input space</th>
<th>Output space</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{AG}_\tau(g)$</td>
<td>Image</td>
<td>Single $X$</td>
<td>$Y$</td>
</tr>
<tr>
<td>$\text{AG}_\tau(g)$</td>
<td>Graph</td>
<td>Joint $(\mathcal{A}, X)$</td>
<td>$Y$</td>
</tr>
<tr>
<td>$\text{RV}_\tau(e)$</td>
<td>Image</td>
<td>Single $X$</td>
<td>$Z$</td>
</tr>
<tr>
<td>$\text{GRV}_\tau(e)$</td>
<td>Graph</td>
<td>Joint $(\mathcal{A}, X)$</td>
<td>$Z$</td>
</tr>
</tbody>
</table>

In what follows, some interesting theoretical are presented to show inherent relationship between the graph representation vulnerability $\text{GRV}_\tau(e)$ and the adversarial gap $\text{AG}_\tau(g)$. We first work on two special cases under each of the following assumptions. Both assumptions are imposed on the statistical independence between the input random variables (i.e., $A$ or $X$) and the output label $Y$.

- Topology-aware: given $X \perp Y$, $p(Y|A, X) = p(Y|A)$
- Attribute-aware: given $A \perp Y$, $p(Y|A, X) = p(Y|X)$

Special cases. To obtain a tractable surrogate model, we consider a simplified GNN-based encode architecture $z = a^T x \Theta$ (Wu et al., 2019a). Thus, the representation of each node depends only on its one-hop neighbors, and then the corresponding column of $A$ can be used directly to compute the representation for each node. Additionally, inspired by (Miyato et al., 2017; Dai et al., 2019), in which perturbation on intermediate representations is defined, we opt to define the adversarial distribution with respect to $\mu_{ATX}$ instead of the w.r.t $\mu_A$ and $\mu_X$ respectively. This assumption is reasonable owing to our focus on the robustness of our model rather than the real attack strategies. Accordingly, we assume that the set of adversarial distributions is $B_{\infty}(\mu_{ATX}, \rho) = \{\mu_{ATX'} \in M(H) : W_{\infty}(\mu_{ATX}, \mu_{ATX'}) \leq \rho\}$.

Theorem 4.1 (Topology-aware) Let $(\mathcal{A}, \| \cdot \|_0)$ and $(X, \| \cdot \|_2)$ be the input metric spaces, $\mathcal{Y} = [-1, +1]$ be the label space and $Z = [-1, +1]$ be the representation space. The set of encoders with $\Theta \in \mathbb{R}^{N \times |V|}$ is as follows:

$$E = \{e : (a, x) \in S \mapsto \text{sgn}(a^T x \Theta) \mid \| \Theta \|_2 \leq 1\}. \quad (6)$$

Assume that all samples $(s, y) \sim \mu_{SY}$ are generated from $y \stackrel{\text{u.a.r.}}{\sim} U[-1, +1]$, $a_i \stackrel{\text{i.i.d.}}{\sim} \text{Bernoulli}(0.5 \pm y \cdot (p - 0.5))$ and $x_i \stackrel{\text{i.i.d.}}{\sim} \mathcal{N}(0, \sigma^2 I_C)$ where $i = 1, 2, \ldots, |V|$ and $0 < p < 1$. Then, given $\rho \geq 0$, for any $e \in E$, we obtain

$$\text{GRV}_\rho(e) = 1 - H_b(0.5 + \text{AG}_\rho(f^* \circ e)).$$

Next, consider a simpler case in which $y \stackrel{\text{u.a.r.}}{\sim} U[-1, +1]$ and $a_i \stackrel{\text{i.i.d.}}{\sim} \text{Bernoulli}(0.5 \pm y \cdot (p - 0.5))$ hold, but $x_i = 1_c$, $i = 1, \ldots, |V|$ and the set of encoders follows such that $E = \{e : (a, x) \mapsto \text{sgn}(a^T x - 0.5 V[I_*^T \Theta]) \mid \| \Theta \|_2 = 1\}$, which can be regarded as the non-attribute case. Then, given $\rho \geq 0$, for any $e \in E$, we have

$$\text{GRV}_\rho(e) \geq 1 - H_b\left(\frac{1}{2} - \frac{1}{2} \text{AG}_\rho(f^* \circ e)\right) \quad (7a)$$

$$\text{GRV}_\rho(e) \leq 1 - H_b\left(\frac{1}{2} - \text{AG}_\rho(f^* \circ e)\right) \quad (7b)$$
Theorem 4.1 reveals an explicit connection between GRV_p, f and AGR, f^* o e achieved by the best classifier in the topology-aware case. We note that H_p(0) is concave on (0, 1) and that the maximum of H_p is attained uniquely at \( \theta = 0.5 \). Thus, a smaller GRV implies a smaller AG, and vice versa.

**Theorem 4.2 (Attribute-aware)** Let \( (\mathcal{A}, \|\cdot\|_0) \) and \( (X, \|\cdot\|_p) \) be the input metric spaces, \( \mathcal{Y} = \{ -1, +1 \} \) be the label space and \( \mathcal{Z} = \{ -1, +1 \} \) be the representation space. Suppose that the set of encoders is as in (6). Assume that the samples \( (s, y) \sim \mu_S \) are generated from \( y \sim \mu_S, U[-1, +1] \), \( a_i \) i.i.d.

Bernoulli(0.5) and \( x_i \) i.i.d. \( \mathcal{N}(y \mu, \sigma^2 I) \) where \( i = 1, 2, \ldots, |\mathcal{V}| \).

Then, given \( \rho \geq 0 \), for any \( e \in \mathcal{E} \), we have:

\[
\text{GRV}_p(e) = 1 - \text{H}_p(\frac{1}{2} - \text{AG}_p(f^* o e)).
\]

Next, consider a simpler case in which \( y \sim \mathcal{U}(-1, +1) \), \( x_i \sim \mathcal{N}(y \mu, \sigma^2 I) \) but \( a \in \{0, 1\}^{|\mathcal{V}|} \), \( n_0 = \sum_{i=1}^{|\mathcal{V}|} a_i = n_0 + n_1 \), \( n_0 = |\mathcal{V}|/4 + y \cdot (p - |\mathcal{V}|)/4 \), \( n_1 = |\mathcal{V}|/4 + y \cdot (q - |\mathcal{V}|)/4 \) and \( p + q = |\mathcal{V}|/2, 0 \leq p, q \leq |\mathcal{V}|/2, p, q \in \mathbb{Z} \); that is, \( \alpha^T x \) will aggregate \( n_0 \) samples with \( y = +1 \) and \( n_1 \) samples with \( y = -1 \). Further suppose that the set of encoders is as presented in (6).

Then, given \( \rho \geq 0 \), (7) also holds for any \( e \in \mathcal{E} \).

Similarly, we have \( \text{GRV}_p \propto \text{AG}_p \) in Theorem 4.2. Note that Theorems 4.1 and 4.2 still hold when \( \alpha \) contains self-loops.

**General case.** We illustrate a more general case in which \( Y \) is dependent on both \( A \) and \( X \). In the general case, we can extend (Zhu et al., 2020, Theorem 3.4) to the graph domain. Regardless of the encoder, the theorem below provides a general lower bound of adversarial risk over any downstream classifiers that involves both MI and GRV.

**Theorem 4.3 (Zhu et al., 2020).** Let \( (S, d) \) be the input metric space, \( \mathcal{Z} \) be the representation space and \( \mathcal{Y} \) be the label space. Assume that the distribution of labels \( \mu_Y \) over \( \mathcal{Y} \) is uniform and \( S \) is the random variable following the joint distribution of inputs \( \mu_{AX} \). Further suppose that \( \mathcal{F} \) is the set of downstream classifiers. Given \( \tau \geq 0 \),

\[
\inf_{f \in \mathcal{F}} \text{AdvRisk}_\tau(f \circ e) \geq 1 - \frac{I(S; e(S)) - \text{GRV}_\tau(e) + \log 2}{\log |\mathcal{Y}|}
\]

holds for any encoder \( e \).

Theorem 4.3 suggests that lower adversarial risk over all downstream classifiers cannot be achieved without either lower GRV or higher MI between \( S \) and \( e(S) \). It turns out that jointly maximizing \( I(S; e(S)) \) and minimizing \( \text{GRV}_\tau(e) \) enables the learning of robust representations. Note that Theorem 4.3 also holds in the graph classification task.

5 Experiments

In the experiments, we train our model in a fully unsupervised manner, and then apply the output representations to three graph learning tasks. Compared with non-robust and other robust graph representation models, the proposed model produces more robust representations to defend adversarial attacks. Furthermore, the superiority of our model still holds under different strengths of attacks and under various attack strategies.

5.1 Experimental Setup

For evaluation, we use three datasets, Cora, Citeseer, and Polblogs, and compare our model with the following baselines.

- **Non-robust graph representation learning:** 1) Raw: concatenating graph topology and node attributes (only graph topology for Polblogs); 2) DeepWalk (Perozzi et al., 2014); a random walk-based unsupervised graph model; 3) DeepWalk+X: concatenating the Deepwalk embedding and the node attributes; 4) GAE (Kipf et al., 2016): variational graph auto-encoder and 5) DGI (Velicković et al., 2019); another unsupervised graph model based on MI.

- **Defense models:** 1) Downs_AdvT (Dai et al., 2019); a defense model designed for Deepwalk; 2) RSC (Bojchevski et al., 2017); a robust unsupervised graph model via spectral clustering; 3) DGI-EdgeDrop (Rong et al., 2020); a defense model that works by dropping 10% of edges during training DGI; 4) DGI-Jaccard (Wu et al., 2019b); DGI applied to a pruned adjacency matrix in which nodes with low Jaccard similarity are forced to be disconnected; and 5) DGI-SVD (Entezari et al., 2020); DGI applied to a low-rank approximation of the adjacency matrix obtained by truncated SVD.

We also include Ours-soft, an variant of our model which removes soft margin on GRV.

**Implementation details.** In the training phase, we adopt the projected gradient descent topology attack (Xu et al., 2019a) and PGD attack (Madry et al., 2018) to construct adversarial examples of \( a \) and \( x \), respectively. We set \( \gamma = 5e-3, \delta = 0.4|E| \), and \( \epsilon = 0.1 \). For Polblogs, we do not perform attacks on the pseudo node attributes. In evaluation, we use the same attack strategy as in training, but set \( \delta = 0.2|E| \) to satisfy imperceptible constraint. Considering the training efficiency and the real attack during evaluation, the step size and iteration number are set different. Note that DeepWalk and RSC both require the entire graph, and thus we retrain them using polluted data. The evaluation is performed on node classification, link prediction, and community detection. We run 10 trials for all the experiments and report their average performance and standard deviation. Codes are available at: https://github.com/galina0217/robustgraph.

5.2 Results

**Performance on downstream tasks.** Table 2 summarizes the performance of different models in three tasks. We see that our model beats the best baseline by an average of +1.8% on the node classification, +1.8% on the link prediction and +45.8% on the community detection. It’s worth noting that, in community detection, adversarial attacks can cause dramatic influence on model performance because the task itself is very sensitive to the global graph topology. The difference between the performance of our model and that of those non-robust graph learning models indicates the importance of defense. Moreover, our model still stands out with huge lead when compared with existing defense models. Besides, the ablation study, *i.e.*, comparing the last two rows in Table 2, shows the superiority of the soft margin on GRV.
Table 2: Summary of results for the node classification, link prediction and community detection tasks using polluted data.

<table>
<thead>
<tr>
<th>Model</th>
<th>Dataset</th>
<th>Node classification (Acc%)</th>
<th>Link prediction (AUC%)</th>
<th>Community detection (NMI%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cora</td>
<td>Citeseer</td>
<td>Polblogs</td>
<td>Cora</td>
</tr>
<tr>
<td>Raw</td>
<td>57.4±0.3</td>
<td>49.7±1.6</td>
<td>73.9±0.9</td>
<td>60.5±0.1</td>
</tr>
<tr>
<td>DeepWalk</td>
<td>56.2±1.1</td>
<td>16.5±0.9</td>
<td>80.4±0.5</td>
<td>55.4±0.8</td>
</tr>
<tr>
<td>DeepWalk + X</td>
<td>59.3±0.4</td>
<td>26.3±0.5</td>
<td>59.9±0.3</td>
<td>55.9±0.6</td>
</tr>
<tr>
<td>GAE</td>
<td>14.0±1.2</td>
<td>16.2±1.1</td>
<td>49.9±1.2</td>
<td>52.4±1.4</td>
</tr>
<tr>
<td>DGI</td>
<td>69.3±2.8</td>
<td>53.2±2.2</td>
<td>75.2±2.4</td>
<td>68.6±0.4</td>
</tr>
<tr>
<td>Dwns_AdvT</td>
<td>59.2±1.2</td>
<td>25.0±1.0</td>
<td>80.7±0.5</td>
<td>56.0±0.7</td>
</tr>
<tr>
<td>RSC</td>
<td>46.9±3.5</td>
<td>34.0±2.2</td>
<td>58.9±1.7</td>
<td>52.5±0.4</td>
</tr>
<tr>
<td>DGI-EdgeDrop</td>
<td>56.0±4.3</td>
<td>49.0±4.5</td>
<td>79.8±1.7</td>
<td>66.2±0.8</td>
</tr>
<tr>
<td>DGI-Jaccard</td>
<td>69.4±2.8</td>
<td>57.1±1.3</td>
<td>79.3±0.8</td>
<td>63.8±0.8</td>
</tr>
<tr>
<td>DGI-SVD</td>
<td>68.1±8.0</td>
<td>56.1±1.6</td>
<td>81.6±0.7</td>
<td>60.1±0.8</td>
</tr>
<tr>
<td>Ours-soft</td>
<td>69.4±0.7</td>
<td>57.2±2.0</td>
<td>79.7±2.1</td>
<td>68.1±0.3</td>
</tr>
<tr>
<td>Ours</td>
<td>70.7±0.9</td>
<td>58.4±1.4</td>
<td>82.7±2.2</td>
<td>69.2±0.4</td>
</tr>
</tbody>
</table>

Table 3: Defense against different attackers on Polblogs for the node classification task.

<table>
<thead>
<tr>
<th>Attacker</th>
<th>Model</th>
<th>Degree</th>
<th>Betw</th>
<th>Eigen</th>
<th>DW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw</td>
<td>87.4±0.3</td>
<td>84.1±0.8</td>
<td>86.4±0.6</td>
<td>87.9±0.4</td>
<td></td>
</tr>
<tr>
<td>DeepWalk</td>
<td>87.8±0.9</td>
<td>83.5±1.2</td>
<td>84.3±1.0</td>
<td>87.7±0.9</td>
<td></td>
</tr>
<tr>
<td>DeepWalk + X</td>
<td>85.8±2.7</td>
<td>82.7±2.1</td>
<td>85.0±1.1</td>
<td>88.3±0.9</td>
<td></td>
</tr>
<tr>
<td>GAE</td>
<td>83.7±0.9</td>
<td>81.0±1.6</td>
<td>81.5±1.4</td>
<td>85.4±1.1</td>
<td></td>
</tr>
<tr>
<td>DGI</td>
<td>86.6±1.1</td>
<td>84.8±1.2</td>
<td>84.8±1.0</td>
<td>86.4±1.1</td>
<td></td>
</tr>
<tr>
<td>Dwns_AdvT</td>
<td>88.0±1.0</td>
<td>84.1±1.3</td>
<td>84.6±1.0</td>
<td>88.0±0.8</td>
<td></td>
</tr>
<tr>
<td>RSC</td>
<td>52.1±1.3</td>
<td>51.9±0.7</td>
<td>51.4±0.5</td>
<td>52.6±1.1</td>
<td></td>
</tr>
<tr>
<td>DGI-EdgeDrop</td>
<td>87.1±0.3</td>
<td>87.0±0.6</td>
<td>85.0±0.5</td>
<td>86.3±0.3</td>
<td></td>
</tr>
<tr>
<td>DGI-Jaccard</td>
<td>82.1±0.3</td>
<td>80.7±0.4</td>
<td>84.0±0.3</td>
<td>82.2±0.2</td>
<td></td>
</tr>
<tr>
<td>DGI-SVD</td>
<td>86.5±0.2</td>
<td>85.6±0.2</td>
<td>86.1±0.2</td>
<td>85.3±0.3</td>
<td></td>
</tr>
<tr>
<td>Ours-soft</td>
<td>88.5±0.7</td>
<td>83.7±1.5</td>
<td>86.2±0.4</td>
<td>88.7±0.7</td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>89.3±0.7</td>
<td>86.3±1.2</td>
<td>86.7±0.4</td>
<td>89.0±0.8</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2: Accuracy of different models under various perturbation rates $\delta$ and $\epsilon$. The downstream task is node classification and we use the Cora dataset for illustration. The shaded area indicates the standard deviation ($\times0.1$) over 10 runs.

**Performance under different rates of perturbation.** We further compare our model with several strong competitors under various strength of adversarial attacks on the graph topology and the node attributes, by choosing different perturbation rates $\delta$ and $\epsilon$, respectively. We use the node classification task and the Cora dataset as an illustrative example. As shown in Figure 2, the performance of our model is consistently superior to other competitors, both on average and in worst-case. Note that the strong competitor DGI generates negative samples in the training phase, and this might explain the robustness of the DGI model. Comparably, the high standard deviation of DGI-SVD might be attributed to the continuous low-rank approximation of the adjacency matrix: the output of truncated SVD is no longer a 0–1 matrix, which violates the discrete nature of graph topology.

**Performance under other attack strategies.** In practice, we do not know which kind of attack strategies the malicious users are going to use. Thus it is interesting and important to know the performance of our model across different types of adversarial attacks. We adapt some common attack strategies to the unsupervised setting and use them as baselines. 1) Degree/Betw/Eigen: flip edges based on the sum of the degree/betweenness/eigenvector centrality of two end nodes; 2) DW (Bojchevski et al. 2019a): a black-box attack method designed for DeepWalk. We set the size of the sampled candidate set to 20K, as suggested in (Bojchevski et al. 2019a). This time we consider the node classification task on Polblogs for illustration. This choice is convincing because all the above attack strategies only vary the graph topology, which is the only information we know about Polblogs. Results in Table 3 show that our model’s superiority persists in three attack strategies out of four. Comparison between Table 2 and Table 3 shows that the projected gradient descent topology attack via MI is the most effective attack strategy used here, which verifies that our model learns the worst adversarial example that deteriorates the performance most.

6 Conclusion

In this paper, we study unsupervised robust representation learning on graphs. We introduce the graph representation vulnerability to quantify the robustness of an unsupervised graph encoder. After that we propose a robust unsupervised graph model that can enhance robustness as well as improve expressive power. We further build sound theoretical connections between GRV and one example task, node classification. Extensive experimental results demonstrate the effectiveness of our method on blocking perturbations on input graphs, regardless of the downstream tasks.
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