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Abstract
Graph federated learning (FL) has emerged as a pivotal paradigm enabling multiple agents to collaboratively train a graph model while preserving local data privacy. Yet, current efforts overlook a key issue: agents are self-interested and would hesitate to share data without fair and satisfactory incentives. This paper is the first endeavor to address this issue by studying the incentive mechanism for graph federated learning. We identify a unique phenomenon in graph federated learning: the presence of agents posing potential harm to the federation and agents contributing with delays. This stands in contrast to previous FL incentive mechanisms that assume all agents contribute positively and in a timely manner. In view of this, this paper presents a novel incentive mechanism tailored for fair graph federated learning, integrating incentives derived from both model gradient and payoff. To achieve this, we first introduce an agent valuation function aimed at quantifying agent contributions through the introduction of two criteria: gradient alignment and graph diversity. Moreover, due to the high heterogeneity in graph federated learning, striking a balance between accuracy and fairness becomes particularly crucial. We introduce motif prototypes to enhance accuracy, communicated between the server and agents, enhancing global model aggregation and aiding agents in local model optimization. Extensive experiments show that our model achieves the best trade-off between accuracy and the fairness of model gradient, as well as superior payoff fairness.

1 Introduction
Graph data is ubiquitous, exhibiting diverse and generic connectivity patterns, yet a notable portion is distributed or isolated among distinct agents (e.g., companies, research institutions). Unlocking the potential of this “closed graph data” represents a hidden gold mine in the era of big data. Recent advances of graph federated learning offer opportunities for collaboration among multiple agents without compromising data privacy, with each agent conducting local model training and sharing their updates/gradients with a global model on a server (McMahan et al. 2017; Karimireddy et al. 2020; Li et al. 2020; Zhao et al. 2018; Xie et al. 2021; Zhang et al. 2021b; Xie, Xiong, and Yang 2023; Gu et al. 2023; Zhang et al. 2021a). For instance, financial companies with their own transaction networks can join forces to enhance fraud detection model by participating in a graph federation.

However, in reality, self-interested agents may lack cooperation if uniform models are given, despite differing contributions. This implies that to achieve a competitive global graph model, there is a strong need to establish a fair graph federated learning framework that incentives agents to provide high-quality information. In view of this, several studies have explored incentive mechanisms for FL, with a primary focus on image domain (Xu and Lyu 2021; Xu et al. 2021; Deng et al. 2021; Gao et al. 2021).

These previous works almost assume that all agents contribute positively and in a timely manner (as depicted in Figure 1(a)). However, our observations in Figure 1(b) uncover substantial differences in graph federated learning, even with honest participants: (1) Specific agents, like agent 4 and 5, negatively impact the entire federation; (2) Contributions from agents like agent 1 may be delayed but eventually become significant. As the first contribution, we unveil a unique phenomenon in the context of graph federated learning: the presence of agents posing potentially harm and contributing with delays.

In light of the uniqueness of graph federated learning, we believe that an ideal incentive mechanism for graph federated learning should simultaneously satisfy two criteria: the capability of (1) rewarding contributing agents while penalizing those causing harm, and (2) offering post-hoc compensation to agents with delayed contributions.

However, the primary challenge lies in designing a comprehensive incentive mechanism framework that satisfies both criteria. Existing incentive mechanisms mainly fall into two lines, each with inherent limitations to the desired one. One line aims to allocate model gradients—the aggregated parameter updates/gradients that agents download from the
Within this framework, the subsequent challenge is how to value an agent’s contribution/harm to graph federation, such that the allocation can be conducted according to the agent value. Previous works typically value agents on an auxiliary validation set (Jia et al. 2019; Song, Tong, and Wei 2019; Wang et al. 2020), but selecting a validation set that is accessible and agreed upon by all agents poses challenges. To address this issue, we introduce an agent valuation function, incorporating two criteria: gradient alignment and graph diversity. Gradient alignment exploit the similarity between local gradients and the server’s global gradients. However, relying solely on gradient alignment could underestimate agents with delayed contributions. This is evident in Figure 1(b), where agents with delayed contributions often exhibit high diversity. We therefore introduce an additional criterion: the graph diversity of agents’ local data.

The remaining challenge lies in how to enhance the accuracy-fairness trade-off; this is critical especially in the presence of agents potentially do harm in graph federated learning. Previous endeavors have attempted to aggregate the local gradients based on the agent value (McMahan et al. 2017; Xu et al. 2021). However, this approach falls short of ensuring the model quality in graph federated learning, due to the high heterogeneity in graph data (Xie et al. 2021). This paper introduces a novel concept of motif prototypes as a reference coordinate between server and agents, facilitating not only the server’s role in global model aggregation but also agents in optimizing their local models.

Our major contributions can be summarized as follows:

- **Problem.** To the best of our knowledge, we are the first work to study the incentive mechanism for graph federated learning. We unveil a unique phenomenon in the context of graph federated learning: the presence of agents posing potentially harm and contributing with delays.

- **Method.** We propose a novel incentive mechanism tailored for fair graph federated learning that provides both model gradients and payoff for agents. Particularly, we propose to value the agents based on gradient alignment and graph diversity, and introduce motif prototypes to enhance accuracy-fairness trade-off.

- **Experiment.** In-depth experiments conducted across various settings reveal that our model not only demonstrates superiority in the allocation of model gradients and payoff, but also achieves the most favorable trade-off between fairness and accuracy among state-of-the-art baselines.

### 2 Preliminary

**Vanilla graph federated learning.** Vanilla graph federated learning involves $N$ honest agents, where each agent $i$ holds a local graph dataset denoted as $D_i$, comprising a set of graphs. The objective is to learn a shared global model, typically a graph neural network (GNN), across all clients, which can be formulated as

\[
\min_{(\omega_1, \omega_2, \ldots, \omega_N)} \sum_{i=1}^{N} \frac{|D_i|}{|D|} L(\omega_i; D_i),
\]

where $\omega_1 = \omega_2 = \cdots = \omega_N$, $\omega_i$ represents the model parameters of agent $i$, $L(\omega_i; D_i)$ is the loss function of graph classification for local training in agent $i$, $|D_i|$ is the number of instances in client $i$, and $|D|$ is the total number of instances over all clients.

This objective is achieved through a two-step process: aggregation and distribution. In the aggregation step, the gradients uploaded by the individual agents, \{${u}_0^i, \cdots, {u}_N^i$\}, are
combined in the server to obtain the aggregated gradient \( u^t_N \).
This aggregation is performed using a weighted average, and the weights are proportional to the sizes of the local datasets:

\[
u^t_N = \sum_{i=1}^{N} \frac{|D_i|}{|D|} u^t_i.
\]

In the distribution step, the aggregated gradient \( u^t_N \) is sent back to each agent, and each agent \( i \) receives the same gradient \( u^t_i \) as a reward in \( t \)-th communication round.

Our current focus is solely on addressing fairness concerns related to honest agents, without considering the examination of potential cheating behaviors among agents.

**Shapley value.** In the context of FL, the Shapley value can be applied to assess the value of individual agents in the collaborative federation (Xu et al. 2021; Song, Tong, and Wei 2019). It provides a way to quantify the contribution of each agent in improving the overall performance in federation.

The Shapley value, originally introduced in cooperative game theory (Shapley 1997), is a widely used concept for evaluating the contribution of individual players in a coalition game. It measures the expected marginal value that a player brings when joining different coalitions, considering all possible permutations of players.

**Definition 1 (Shapley Value).** Let \( N \) denote the set of all agents (i.e., the grand coalition), a coalition \( S \subseteq N \) is the subset of \( N \). \( \Pi_N \) is the set of all possible permutation of \( N \). For a given permutation \( \pi \in \Pi_N \), \( S_{\pi,i} \) represents the coalition of agents preceding agent \( i \) in the permutation. The gradient-based Shapley value of agent \( i \in N \) is defined as

\[
\varphi_i := \frac{1}{N!} \sum_{\pi \in \Pi_N} [\nu(S_{\pi,i} \cup \{i\}) - \nu(S_{\pi,i})],
\]

where \( \nu(S) \) represents the value function associated with coalition \( S \).

### 3 Methodology

This section introduces our incentive mechanism framework for promoting fairness in graph federated learning; see Figure 2 for an overview. We first provide an overview of our framework that encompasses the allocation of both model gradients and payoff allocation mechanisms in § 3.1. To implement this framework, we tackle two pivotal questions: how to assess an agent’s contribution or potential harm within the graph federation context in § 3.2, and how to ensure the accuracy of graph federated learning in § 3.3.

#### 3.1 Overview Framework

Our goal is to enhance fairness in graph federation by combining model gradients and payoff allocation mechanisms (Table 1) to reward contributing agents, penalize agents with potential harm, and provide post-hoc compensation for delayed contributions.

Before introducing the whole framework, we define the agent value, \( r^t_i \), which indicates the contribution of agent \( i \) in the \( t \)-th communication round (details about the agent value could be found in § 3.2). We proceed to elaborate on these incentive mechanisms as below.
agent is detrimental to the overall federation, we impose a payoff punishment payoff_i^t = r_i^t < 0 on the agent.

On the other hand, agents with delayed contributions are provided payoff compensation based on their performance history. This ensures that agents who have faced delays in their contributions are still acknowledged and rewar ded accordingly. By examining the agent values in previous rounds, we can estimate the agent’s delayed contribution. Specifically, we consider the agents, who have initially lower values but catch up in value over time, as those experiencing delayed contribution. To compensate, we allocate the payoff compensation for agent i in the t-th round (denoted as µ_i^t) as the difference between the value in the current round and the average value of the previous rounds:

\[ \mu_i^t = \max(r_i^t - 1, 0) - \sum_{m=1}^{t-1} r_m^i, 0). \]  

(5)

Given the agent value and the calculated payoff compensation, the payoff to agent i in t-th communication round is

\[ \text{payoff}_i^t = \left\{ \begin{array}{ll} r_i^t, & r_i^t < 0 \\ r_i^t + \mu_i^t, & \text{otherwise} \end{array} \right. \]  

(6)

\[ \text{payoff}_i^t \leftarrow \frac{\sum_{i=1}^{N} \text{payoff}_i^t}{B}, \]  

(7)

where B is the budget of payoff.

Given the overall framework above, two challenges remain to be solved: (1) how to define the agent value \( r_i^t \), (2) while the allocation mechanism contributes to fairness, it should also guarantee the model accuracy. We will address these two problems in the following two sections.

3.2 Agent Valuation Function

The value of an agent is typically determined by its accuracy on an auxiliary validation set (Jia et al. 2019; Song, Tong, and Wei 2019; Wang et al. 2020). However, selecting a validation set that is accessible and agreed upon by all agents can be challenging. To decouple the agent valuation from validation, we introduce two criteria: gradient alignment and graph diversity.

Gradient alignment. Most approaches that utilize the Shapley value in FL typically define the value function based on an auxiliary validation set that is shared and agreed upon by all agents. To overcome the challenge and inspired from (Xu and Lyu 2021; Xu et al. 2021), we propose to utilize the gradient information as the value function for computing the Shapley value, namely gradient-based Shapley value, instead of using an auxiliary validation set. The gradient-based Shapley value is defined as that in Definition 1 by assigning the value function \( \nu \) to be

\[ \nu(S) = \cos(\mathbf{u}_S, \mathbf{u}_N) / (||\mathbf{u}_S|| \cdot ||\mathbf{u}_N||), \]  

(8)

where \( \nu(S) \) is defined as the cosine similarity between the gradient of coalition \( S \) (i.e., local gradient from agent), denoted as \( \mathbf{u}_S \), and the gradient of the grand coalition \( \mathcal{N} \) (i.e., global gradient in server), denoted as \( \mathbf{u}_N \). The gradient-based Shapley value measures the gradient contribution of each agent in the federation. A positive value indicates that the agent makes a greater contribution, as its gradient is positively aligned with the global gradient. A negative value implies that the agent’s gradient is in the opposite direction of the global gradient. In this case, the agent is considered as potentially detrimental to the federation.

However, calculating the exact gradient-based Shapley value of an agent costs \( O(2^N) \). To address this issue, we find that cosine similarity between the agent’s local gradient and the server’s global gradient could be used as an approximation. The error between approximated value and exact value can be bounded, as illustrated in (Xu et al. 2021). Therefore, the gradient-based Shapley value of agent \( i \) in t-th communication round is approximated as

\[ \varphi_i^t \approx \cos(\mathbf{u}_i^t, \mathbf{u}_N^t), \]  

where \( \mathbf{u}_i^t \) is the local gradient that agent \( i \) uploads to the server in communication round \( t \), and \( \mathbf{u}_N^t \) is the global gradient in communication round \( t \). The formal theorem and proofs can be found in Appendix A.1.

Graph diversity. Merely considering gradient alignment is insufficient for two reasons. First, agents with delayed contributions would face undervaluation if their assessment were solely based on gradient alignment. This occurs because agents equipped with diverse graph data hold substantial potential for delayed contributions, yet they may struggle to attain perfectly aligned gradients initially (as depicted in Figure 1(b)). Second, diverse graphs encompass a wide range of structural patterns that can be universally shared among agents, leading to better generalization (Tan et al. 2023). Consequently, to provide a more comprehensive valuation of agents, we additionally introduce the criterion of graph diversity.

However, quantifying the diversity of graph data is not straightforward due to the complex structure. Existing works use the number of subgraphs, data size or heuristic measures to quantify the diversity of graph (Yuan et al. 2021; Frasca et al. 2021; Xu et al. 2023), but overlook the inherent structural patterns within graph. To address this issue, we propose the use of motifs as a means to represent the diversity of graph data. Motifs are representative structural patterns in graphs that can reveal important information about underlying structure (Zhang et al. 2021c). Therefore, for each agent, we define graph diversity as the volume of motifs contained in agent’s local graph.

Definition 2 (Graph Diversity). The graph diversity \( d_i \) of agent \( i \) is defined as the ratio of the number of unique motifs categories in the agent’s local graph data \( k_i \) to the number of unique motifs categories in the entire data contributed by all agents \( K \), which can be formulated as \( d_i = \frac{k_i}{K} \).

Note that the motif information necessary for computing graph diversity (i.e., the motif prototypes elaborated in § 3.3) will be communicated between the agents and the server, rather than transmitting the actual graph diversity values.

Another advantage of introducing graph diversity is that it can help prevent agents from falling into the trap of converging to similar models. This is because, from the perspective
of game theory, if only model gradients are allocated, agents might fall into this trap.

**Agent value updates.** Finally, the value of agent is defined by considering two aspects: (1) the incorporation of graph alignment and graph diversity, and (2) the consideration of both the current round’s assessment and the historical assessment. First, the graph alignment $c_{i,k,t}$ and graph diversity $d_{i,t}$ are combined by weight. Then, to better assess the agent value, both the historical assessment and the value on current round should be considered. Specifically, the server updates the agent value in round $t$ via a moving average of the current value and the historical value $r^t_i$. To ensure that the values of all agents sum up to 1 in $t$-th round, the server normalizes the agent values in the last step. In summary, the update of agent value could be decomposed as:

$$r^t_i = r^{t-1}_i + \alpha_1 (\varphi^t_i + \alpha_2 d^t_i), r^t_i \leftarrow r^t_i / \sum_{j \in \mathcal{N}} r^t_j,$$

(10)

where $\alpha_1$ can be viewed as a trade-off of the value from current round and the historical rounds, $\alpha_2$ denotes a trade-off parameter between graph alignment and graph diversity, and $r^{t}_i = 1/N$ is the initial value of the agent.

### 3.3 Model Quality Enhancement

In graph federated learning, achieving both fairness and accuracy is essential, particularly when dealing with diverse graph data that may affect performance. A reference coordinate for server-agent communication is key to a better federated model, guiding agents to enhance their local models in line with the server’s directives for bettterment.

This section first introduces a concept of motif prototype as such a reference coordinate, then presents how the server and agents utilize motif prototype for self enhancement.

**Motif prototypes.** Graph federated learning’s struggle with accuracy stems from the difficulty in transferring knowledge between agents’ diverse graph data. Traditional FL methods, which mostly aggregate local model gradients on a server, are insufficient to overcome this hurdle. To address this, we leverage motifs—sub-structures rich in structural information (Milo et al. 2002). Since a motif represents similar structural patterns across different graphs, they can act as transferable elements among agents with heterogeneous data distributions. Incorporating these transferable patterns, we present motif prototypes that aid in knowledge transfer between agents, thus boosting accuracy. We formally define the motif prototypes as follows:

**Definition 3 (Motif Prototypes).** For agent $i$, suppose that the agent’s local data involve $K_i$ unique motifs. For the $k$-motif in agent $i$, we define the corresponding motif prototype as the mean of the embedding vectors of the graph instances containing $k$-th motif, i.e.,

$$c^t_{i,k} = \frac{1}{|D_{i,k}|} \sum_{G \in D_{i,k}} f_{\omega^t_i}(G),$$

(11)

where $D_{i,k}$ is the subset of $D_i$ that is comprised of graph instances that contain $k$-th motif, $f_{\omega^t_i}(G)$ and $\omega^t_i$ are the embedding of graph instance $G$ and the parameter of embedding layers of agent $i$ in $t$-th round, respectively.

In each communication round, agents and the server exchange motif prototypes along with model gradients to enhance model accuracy. Agents send their local prototypes to the server, which aggregates them into global prototypes and redistributes them to the agents.

It is noteworthy that the communication of prototypes would not entail much privacy leakage. This is because motif prototypes are 1D-vectors derived via the computation of average statistics from the low-dimensional representations of graph instances, which is an irreversible process (Michieli and Ozay 2021; Tan et al. 2022).

**Value-based global model aggregation.** To ensure the quality of the global model, we propose a value-based global model aggregation approach. This approach aims to aggregate both the introduced motif prototypes and the gradients of agents based on their value $r^t_i$. Specifically, we assign higher weights to agents with higher agent values, while excluding agents with negative values to prevent potential harm to the global model.

We first introduce the aggregation process for motif prototypes at the server. Suppose that there are $K$ unique motifs in total. We aggregate the local motif prototypes from the agents based on their values $r^t_i$. Specifically, the global motif prototype of $k$-th motif in $t$-th round is defined as

$$c^t_{N,k} = \frac{\sum_{i \in \mathcal{N}_k} \text{ReLU}(r^t_i) \cdot c^t_{i,k}}{\sum_{i \in \mathcal{N}_k} \text{ReLU}(r^t_i)},$$

(12)

where $\mathcal{N}_k$ denotes the set of agents that have motif $k$.

A similar strategy is employed when aggregating model gradients. The global gradient in the server for the $t$-th communication round, denoted as $u^t_N$, can be aggregated as

$$u^t_N = \frac{\sum_{i=1}^{m} \text{ReLU}(r^t_i) \cdot u^t_i}{\sum_{i=1}^{m} \text{ReLU}(r^t_i)},$$

(13)

where the ReLU function plays a crucial role in the aggregation process by excluding agents with negative effects on the federation.

**Local model training.** The global motif prototype serves as an instruction to guide the agents in updating their models in a desired direction. This also encourages non-rewarded agents to proactively identify and rectify their local issues before uploading gradients with the server. For example, agents with initially lower values $r^t_i$ have the opportunity to increase their value by following the guidance provided by the global motif prototype.

In order to facilitate this process, we introduce a regularization term that encourages the local motif prototype $c^t_{i,k}$ to approach the global motif prototype $c^t_{N,k}$ associated with motif $k$. Accordingly, the local loss on agent $i$ can be formulated as follows:

$$L(\omega_i, D_i) = L_S(F(D_i), Y) + \lambda \sum_k d(c^t_{i,k}, c^t_{N,k}),$$

(14)

where $L_S$ is the supervised loss that measures the discrepancy between the model predictions $F(D_i)$ and the ground truth $Y$ on the local data of agent $i$, $\lambda$ is the trade-off parameter between the supervised loss $L_S$ and the motif prototypes-based regularization, and $d$ is the L2 distance metric.
4 Experiments

In the experiments, we evaluate our model in graph classification task. We report the personalized accuracy and the accuracy of global model. Besides, we evaluate the model gradient fairness and payoff allocation fairness. Other results, such as ablation study of our model and parameter sensitivity, can be found in Appendix A.3.

4.1 Experimental Setup

Datasets. We use three graph classification datasets: PROTEINS, DD, and IMDB-BINARY. The first two are molecule datasets, while the last one is social network, each containing a set of graphs. We retain 10% of all the graphs as the global test set for the server, and the remaining graphs are distributed to 10 agents. In each agent, we randomly split 90% for training and 10% for testing. In addition, for the payoff fairness, we introduce another setting using perturbed graph dataset. Specifically, for the graphs in each agent, we add varying ratio of perturbations to the structure. We designate 3 agents as low-quality, 3 agents as medium-quality, and 4 agents as high-quality by flipping ratios of [0.7, 1], [0.3, 0.7], and [0, 0.3] of the total number of edges, respectively.

Baselines. We compare with two kinds of baselines: FL methods and payoff allocation approaches. For FL methods, we compare against (1) Self-train, where the agents train their models only on their local datasets; (2) two commonly used FL baselines FedAvg (McMahan et al. 2017) and FedProx (Li et al. 2020), (3) FedSage (Zhang et al. 2021b), a graph FL framework that adopts FedAvg with GraphSage encoder (Hamilton, Ying, and Leskovec 2017); (4) GCFL and GCFL+ (Xie et al. 2021), two methods that utilize graph clustering to improve the effectiveness of graph FL; (5) DW and EU (Xu et al. 2021), incentive mechanisms that allocate model gradient using sparsifying gradient approach based on local data sizes and distance between local and global gradient respectively; (6) (Xu et al. 2021) and CFFL (Xu and Lyu 2021), incentive-based FL models in image domain (here we adapt them to our setting by substituting the encoder with the GNN used in our model).

For the payoff allocation approaches, follow (Gao et al. 2021), we set the volume-based payoff function of agent $i$ as $\Phi(i) = \log(1 + |D_i|)$, and compare against classical baselines such as (1) equal incentive (Yang et al. 2017), where participants get equal payoff, i.e., $\Phi(i) = 1/N$; (2) union incentive (Gollapudi et al. 2017), where the payoff proportion of agent $i$ is $\Phi(N) - \Phi(N\backslash\{i\})$; (3) individual incentive (Yang et al. 2017), where the payoff proportion of agent $i$ is $\Phi(i)$; and (4) Shapley incentive (Shapley 1997), where the payoff proportion of agent $i$ is served as Eq. (3), where the value function $\nu$ is substituted with $\Phi(i)$. The actual payoff for each agent can be calculated as $\Phi(i)/\sum_{i=1}^{N} \Phi(i) \times B$, where $B$ is the budget for federated learning.

Metrics. We evaluate our model’s performance on the classification accuracy, as well as the fairness among agents. For graph classification accuracy, we consider personalized accuracy and global accuracy. Personalized accuracy is the average accuracy of the agents on the testing sets of their local graph. Global accuracy is measured on the global test set.

To evaluate the fairness of our allocation, we consider two perspectives: model gradient and payoff. To measure the fairness of model gradient, we calculate the Pearson correlation coefficient $\rho(\xi, \psi)$ between the test accuracies $\xi$ achieved through self-training and that $\psi$ achieved by agents when collaborating in FL, following (Xu et al. 2021). To measure the fairness of payoff, the allocation approach could be assessed based on the agents with constructed low, medium, and high-quality data. If agents with high-quality data receive a larger payoff, it indicates a better payoff allocation approach.

Implementation details. Following the settings in (Xie et al. 2021), we evaluate on the federated graph classification task. We set the parameters $\alpha_1$ and $\alpha_2$ in Eq. (10) as 0.05 and 1, the parameter $\lambda$ in Eq. (14) as 0.1, $\beta$ in Eq. (4) as 1, and the budget $B$ of payoff as 1 (the budget $B$ in payoff allocation baselines is also set as 1). We utilized a three-layer GIN network with a hidden size of 64 and a dropout rate of 0.5 for both the server and agent models. An Adam optimizer with a learning rate of 0.001 and weight decay of $5e^{-4}$ is employed. The communication round is 200, the epoch of local training on agents is 1 and the batch size is 128. Besides, we utilized the motif extraction method in (Yu and Gao 2022). See more details in Appendix A.2.

4.2 Experimental Results

Accuracy and model gradient fairness. Table 2 present the accuracy and model gradient fairness on clean and perturbed graph datasets, respectively. Our model demonstrates the best performance in terms of model gradient fairness and global accuracy, indicating a significant advantage in fairness without compromising overall performance. Traditional FL methods like FedAvg and FedProx do not perform well in both classification accuracy and model gradient fairness in most cases. This emphasizes the need of a dedicated design encompassing both the graph federated learning model and the graph incentive mechanism. Graph FL methods like GCFL, GCFL+, FedSage and FedStar obtain either unsatisfactory accuracy and fairness, or good accuracy but with compromised fairness. This deficiency stems from the absence of an incentive mechanism within these models. The results of incentive-based federated learning methods such as DW, EU, (Xu et al. 2021) and CFFL are also non-ideal, as they are not specifically designed for graph FL. We also note the presence of a trade-off between model gradient fairness and personalized accuracy, which has also been observed and recognized in previous research (Gu et al. 2022; Ezzeldin et al. 2023); in the subsequent experiments, we proceed to further evaluate this trade-off.

Trade-off between personalized accuracy and model gradient fairness. We evaluate the trade-off between model gradient fairness and personalized accuracy by presenting the results of various algorithms in Figure 3(a). The ideal algorithm should be situated in the upper right corner of the figure, similar to where our algorithm is positioned, sig-

\[
\Phi(i) = \log(1 + |D_i|)
\]
Incentive mechanism. Data value in FL is primarily assessed from two dimensions: data quantity and data quality. Concerning data quantity, existing works use data size to measure agent contribution (Zhan et al. 2020). As for data quality, most works evaluate the contribution of agents with the Shapley Value (Shapley 1997), and a validation set on the server that is agreed by all agents is needed to determine the value function (Jia et al. 2019; Song, Tong, and Wei 2019; Wang et al. 2020). Built upon the notion of data value, incentive mechanisms are established for FL to allocate model gradients or payoffs. (Xu et al. 2021; Xu and Lyu 2021) allocate model gradients based on the similarity between local gradients and global gradients. Another line of works introduce payoff-sharing schemes, where (Yu et al. 2020) dynamically allocates payoff by optimizing collective utility while minimizing inequality and (Gao et al. 2021) considers the malicious agents. However, none of them have considered the uniqueness in graph federated learning.

**Graph federated learning.** Graph federated learning is divided into graph-level, subgraph-level, and node-level (He et al. 2021a). In subgraph-level graph FL, each agent has a subgraph of a large entire graph (Zhang et al. 2021b; Wu et al. 2021). In node-level graph FL, each agent possesses the ego-networks of one or multiple nodes (Meng, Rambhatla, and Liu 2021; Wang et al. 2022; Zheng et al. 2021). Our work belongs to graph-level graph FL, where each agent holds a set of graphs. In this context, (Xie et al. 2021) introduces a clustered FL to deal with feature and structure heterogeneity. (Tan et al. 2023) separates the graph structure and features, sharing only the structural information across agents while retaining features for local training by each agent. (Gu et al. 2023) introduces a dynamic approach for selecting clients and model gradients to enhance efficiency and accuracy. (He et al. 2021b) proposes a multi-task learning framework that eliminates the necessity for a central server. However, none of them consider the fairness in graph federated learning.
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A.1 Additional Theorems

Let $\Pi_N$ denote a set of all permutations of all possible permutations of $\mathcal{N}$. For a given permutation $\pi \in \Pi_N$, $S_\pi_i$ represents the coalition of agents preceding agent $i$ in the permutation. Then the gradient-based Shapley value can be defined as follows:

$$\varphi_i := \frac{1}{N!} \sum_{\pi \in \Pi_N} [\nu(S_{\pi,i} \cup \{i\}) - \nu(S_{\pi,i})],$$

$$\nu(S) = \cos(u_S, u_{\mathcal{N}}) = \langle u_S, u_{\mathcal{N}} \rangle / (||u_S|| \cdot ||u_{\mathcal{N}}||),$$

where $u_S$ denotes the gradient of coalition $S$, and $u_{\mathcal{N}}$ denotes the gradient of grand coalition $\mathcal{N}$. As the calculation process above needs $O(2^{|N|})$ time complexity, we could use $\zeta_i = \cos(u_i, u_{\mathcal{N}})$ as an approximation, where $u_i$ is the gradient that agent $i$ uploads in communication $t$. The approximation error theorem can be formulated as follows:

**Theorem 1 (Approximation Error).** Let $I \in \mathbb{R}^+$. Suppose that $||u_i|| = \tau$ and $||u_i, u_{\mathcal{N}}|| \leq 1/I$ for all $i \in \mathcal{N}$. Then $\varphi_i - L_i \zeta_i \leq I \tau^2$, where the multiplicative factor $L_i$ can be normalized.

The detailed proof can be found in (Xu et al. 2021).

A.2 Additional Implementation Details

**Motif extraction methods.** The motif prototype proposed above needs to define the motifs and extract the motifs from the graphs. Researchers have proposed many motif extraction methods and here we select a typical one that is proposed in (Yu and Gao 2022). In this method, the bonds and rings are selected for the motifs. We first give a formal definition of the bonds and rings that is used as the motifs.

**Definition 4 (Bonds).** A bond is a tuple that contains the edge information and the nodes information at the start and the end of the edge that does not exist on a ring structure. Specifically, given the edge $E$ on the graph, the bond can be denoted as $((E[0], E[1]), e)$, where $E[0]$ and $E[1]$ are the labels of the start node and the end node of edge $E$, respectively, and $e$ is the edge label of $E$. If $e$ does not contain the label, then $e$ is labeled as 'None'.

**Definition 5 (Rings).** A ring is a tuple that contains the edge information and the node information that is contained in a cycle structure of a graph. Specifically, the ring can be formulated as the tuple $(V, E)$, where $V$ is the tuple of the labels of the nodes in the cycle structure and is ordered clockwise, $E$ is the tuple of the labels of the edges in the cycle structure and is ordered clockwise. If the edges do not contain the label, then it is labeled as ‘None’.

In molecular graphs, the bonds would be viewed as the connection types between two atoms, such as the single bond and double bond between two carbon atoms. The rings could be viewed as function groups, such as benzene rings. In other graphs, the rings represent that the nodes on the rings are in the same community, and the bonds would imply that the two nodes have connections. Therefore, the motif extraction method can be used in all kinds of graph datasets.

Note that some of the motifs may appear in most of the graphs and they would carry little information in representation learning. To reduce the influence of these motifs, we use the term frequency-inverse document frequency (TF-IDF) algorithm to select the most essential motifs in our motif vocabulary. The TF-IDF value of a motif $k$ in the graph $G$ is computed as

$$T_{k,G} = C(k)_G \left( \log \frac{1 + |D_i|}{1 + |D_{i,k}|} \right) + 1,$$

where $C(k)_G$ denotes the time that motif $k$ appears in graph $G$. To get the TF-IDF value $T_k$ for a motif $k$, we calculate the TF-IDF value for all graphs containing the motif $k$ as follows:

$$T_k = \frac{1}{|D_{i,k}|} \sum_{k=1}^{|D_{i,k}|} T_{i,G_{n_k}},$$

where the sequence $\{n_k\}$ denotes the index of graphs that contains the motif $k$. After sorting the motif vocabulary by the TF-IDF value, we select the essential motifs based the some threshold $\beta_s \in (0, 1)$. In this work, we keep $\beta_s = 0.9$. Then we keep only the most essential motifs as the final motif vocabulary.

**Trade-off experiment settings.** For our algorithm, (Xu et al. 2021), DW, EU (Xu et al. 2021) and CFFL (Xu and Lyu 2021) that are five frameworks that are customized for graph federated learning, we set the hyper-parameter $\beta$ to be 0.5, 1, 1.5, 2, respectively, and record the personalized accuracy and model gradient fairness. For GCFL and FedSage, we set the same parameter as mentioned in (Xie et al. 2021).

**Other implementation details.** Following the settings in (Xie et al. 2021), we use 10 agents in the experiment to ensure that each agent would have a total of around 100 graph instances. Our model is implemented under the following software settings:
Pytorch version 1.10.0+cu111, CUDA version 11.1, Python version 3.8.8, numpy version 1.20.3 and networkx version 2.8.7. All of the experiments are conducted on a single machine of Linux system with an Intel Xeon Gold 5118 (128G memory) and a GeForce Tesla P4 (8GB memory). The implementation can be found at https://github.com/zjunet/FairGraphFL.

**Dataset details.** We provide detailed information about the datasets that we utilized in Table 3, and give a brief introduction to these datasets.

<table>
<thead>
<tr>
<th>dataset</th>
<th>#graphs</th>
<th>avg. #nodes</th>
<th>avg. #edges</th>
<th>#classes</th>
<th>node features</th>
</tr>
</thead>
<tbody>
<tr>
<td>PROTEINS</td>
<td>1113</td>
<td>39.06</td>
<td>72.82</td>
<td>2</td>
<td>original</td>
</tr>
<tr>
<td>DD</td>
<td>1178</td>
<td>284.32</td>
<td>715.66</td>
<td>2</td>
<td>original</td>
</tr>
<tr>
<td>IMDB-BINARY</td>
<td>1000</td>
<td>19.77</td>
<td>95.53</td>
<td>2</td>
<td>degree</td>
</tr>
</tbody>
</table>

Table 3: The statistics of the datasets.

- **PROTEINS** (Borgwardt et al. 2005) is a protein dataset consisting of enzymes and non-enzymes. In this dataset, each node represents an amino acid, and an edge connects two nodes if their distance is less than 6 Angstroms.
- **DD** (Dobson and Doig 2003) is an organic molecule dataset, where each node represents an atom and edges represent the chemical bonds between atoms. Nodes have different attributes, such as the type of atom, partial charge of atoms, etc.
- **IMDB-BINARY** (Yanardag and Vishwanathan 2015) is a movie collaboration dataset comprised of the ego-networks of 1,000 actors/actresses who have participated in movies in IMDB. In each graph, the nodes represent actors/actresses, and an edge exists between them if they have appeared in the same movie.

**Details about Figure 1.** In Figure 1(a), we conduct FedAvg in image dataset CIFAR 10 by splitting the dataset into 5 equal parts. In Figure 1(b) and (c), we conduct the experiment in graph dataset PROTEINS by splitting the dataset into 5 equal parts, using the FedAvg and our model, respectively. The contribution of each agent in different rounds is calculated as the relative improvement in performance on the server’s global test set when all agents participate compared to when this agent is excluded.

### A.3 Additional Experiments

**Ablation study.** We present the result of ablation study for our model to demonstrate the importance of each component in our model. The five variants of our model remove the gradient alignment, graph diversity, model gradient, value-based aggregation and motif prototype component, respectively. The results can be found in Table 4. We can observe that: (1) Comparing our model with **ours-gradient** that removes the gradient alignment, we can see that the inclusion of gradient alignment enhances both performance and model gradient fairness. The improvement can be attributed to the fact that gradient alignment allows for a more accurate estimation of agent value, which, in turn, contributes to the enhancement of global model quality through value-based aggregation on the server. (2) Comparing our model with **ours-diversity**, which removes the graph diversity component, it is implied that the inclusion of graph diversity could bring the enhancement on both the model gradient fairness and the performance as it may lead to a more accurate estimation on the value of agents. Notably, the graph diversity component has a more significant impact on model gradient fairness compared to gradient alignment, suggesting its crucial role in assessing agent value. (3) Compared with **ours-model gradient** which gives all the agents the same gradient, we could see that the model gradient fairness would be significantly hurt, as all agents receive the same model irrespective of their contributions. However, it leads to improved personalized accuracy, as all agents receive the same global gradient. This phenomenon could be viewed as a trade-off between the accuracy and the model gradient fairness. (4) **ours-aggregation** refers to the variant that aggregates local gradients in the server as FedAvg (McMahan et al. 2017). The inclusion of our value-based aggregation may lead to an increase in accuracy and a better performance in model gradient fairness. This is because that our value-based aggregation technique reduces noise in the federation, thereby enhancing model accuracy. Additionally, it demonstrates relatively good performance in terms of model gradient fairness, as it considers both gradient alignment and graph diversity to assess the value of agents and thus allocate the model gradient relatively fairly. (5) **ours-prototype** is a variant excluding the prototype-related

<table>
<thead>
<tr>
<th>variant</th>
<th>personalized accuracy</th>
<th>global accuracy</th>
<th>model gradient fairness</th>
</tr>
</thead>
<tbody>
<tr>
<td>ours</td>
<td>0.751±0.017</td>
<td>0.753±0.018</td>
<td>0.787±0.052</td>
</tr>
<tr>
<td>ours-gradient</td>
<td>0.743±0.017</td>
<td>0.750±0.019</td>
<td>0.736±0.145</td>
</tr>
<tr>
<td>ours-diversity</td>
<td>0.744±0.009</td>
<td>0.748±0.022</td>
<td>0.723±0.082</td>
</tr>
<tr>
<td>ours-model gradient</td>
<td>0.757±0.014</td>
<td>0.751±0.014</td>
<td>0.710±0.146</td>
</tr>
<tr>
<td>ours-aggregation</td>
<td>0.741±0.042</td>
<td>0.740±0.024</td>
<td>0.741±0.121</td>
</tr>
<tr>
<td>ours-prototype</td>
<td>0.737±0.025</td>
<td>0.741±0.022</td>
<td>0.750±0.040</td>
</tr>
</tbody>
</table>

Table 4: Ablation study on accuracy and fairness performance on clean PROTEINS dataset.
components, and this could lead to a severe drop in accuracy due to the heterogeneity of the graph data. Moreover, the absence of the prototype-related components adversely affect the performance of model gradient fairness, as these components play a crucial role in ensuring model quality, which in turn helps us assess the value of agents more accurately through gradient alignment.

**Hyper-parameter analysis.** We did the hyper-parameter analysis on the trade-off parameter $\lambda$ between the supervised loss and the motif prototype-based regularization. This is an important hyper-parameter in our proposed strategy. Figure 4 shows the effect of the trade-off parameter on global accuracy, personalized accuracy and model gradient fairness. We can see that a too small or too large learning rate could deteriorate the accuracy and fairness performance, and the optimal performance can be obtained when $\lambda$ is 0.1.

![Figure 4: Personalized accuracy and model gradient fairness w.r.t. the trade-off parameter between the supervised loss and the motif prototype-based regularization.](image)

**Experiment on large dataset** We conducted the experiment on a large dataset, TWITTER-Real-Graph-Partial dataset (Pan, Wu, and Zhu 2015), containing 144,033 graphs with an average of 4.03 nodes and 4.98 edges per graph. We compare with the most competitive Graph FL and incentive-based FL baselines. The results in Table 5 indicate our advantage even at a large scale.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>TWITTER-Real-Graph-Partial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>model gradient fairness</td>
</tr>
<tr>
<td>Self-train</td>
<td>-</td>
</tr>
<tr>
<td>GCFL</td>
<td>0.337±0.108</td>
</tr>
<tr>
<td>(Xu et al. 2021)</td>
<td>0.361±0.095</td>
</tr>
<tr>
<td>ours</td>
<td>0.401±0.052</td>
</tr>
</tbody>
</table>

**Table 5:** Results on a large scale dataset.

**A.4 Algorithm**

The pseudocode of our framework is summarized in Algorithm 1. In each communication round, our framework mainly consists of three parts: (i) the server could aggregate the local gradients, update the value of agents and allocate the gradients to the agents according to their values (line 3-5). (ii) The agents then update the local models for $E$ rounds. (iii) The agents then update the local motif prototypes and the server update the global motif prototypes.

The time complexity of our model mainly consists of three parts. (1) The aggregation of local gradients and the update of the value costs $O(m)$. (2) The time complexity of local updates on each agent costs $O(E(X + k_l|D_i|))$ at most, where $X$ is the complexity of the backbone GNN. (3) The update of the global motif prototypes costs $O(Km)$ at most. Based on the analysis above, the overall time complexity of our framework on each agent in each communication round is $O((K + 1)m + EX + Ek_l|D_i|)$ at most.

**A.5 Convergence Analysis of Our Algorithm**

In this subsection, we give the additional proof that our algorithm could finally convergent to a stationary point. For the convenience in the detailed proof, set $\Phi = (\omega, \phi)$, and decompose the parameters of the whole model $\Phi$ into two parts: embedding
Algorithm 1: Our federated learning framework

Input: A total of $m$ agents, the number of local motifs $k_i, i = 1, 2, \cdots, m$, the number of motifs across the agents $K$, communication rounds $T$, the local iterations in a communication round $E$, the initial local models $\Phi_i$, the local motif prototypes $c_{i,k}, k = 1, 2, \cdots, K, t = 1, 2, \cdots, T$.

Output: The updated local models $\Phi_i^T$.

1: Initialize global prototypes for all motifs.
2: for each round $t = 1, 2, \cdots, T$ do
3:    Aggregate the local gradients by Eq. (13).
4:    Update the value of agents by Eq. (10).
5:    Allocate the gradient to agents by Eq. (4).
6:    for each client $i = 1, 2, \cdots, m$ in parallel do
7:        Update the local model by Eq. (14) for $E$ rounds.
8:    end for
9:    Update the global motif prototypes by Eq. (11) and (12).
10: end for

Parameter $\omega_i$ and the decision layer $\phi_i$. Then the local loss function $L_i$ can be written as:

$$L_i(\omega_i, \phi_i, D_i, Y) = L_S(F(D_i), Y) + \lambda \sum_{k=1}^{k_i} \|c_{i,k}^t - c_{N,k}^t\|,$$  \hspace{1cm} (18)

where the global motif prototype

$$c_{N,k}^t = \frac{1}{|N_k|} \sum_{i \in N_k} |D_{i,k}|c_{i,k}^t,$$ \hspace{1cm} (19)

and the local motif prototype

$$c_{i,k}^t = \frac{1}{|D_{i,k}|} \sum_{G \in D_{i,k}} f_{\omega_i}(G).$$ \hspace{1cm} (20)

As for the iteration round notification, $e \in \{1/2, 1, 2 \cdots, E\}$ to represent the local iterations. $tE$ represents the time step between prototype aggregation and gradient aggregation at the server and $tE + 1/2$ represents the time step between the prototype aggregation at the server and the first iteration on the agents, and $L_{tE+\epsilon}$ means the loss function of the $e$-th local round in the communication round $t$. Then we could have the following theorem:

**Theorem 2.** Suppose that the local loss function $L_i$ is $\mu$-smooth, the local embedding function $f_\omega$ is $L$-Lipschitz continuous, the stochastic gradient is an unbiased estimator of local gradient, the variance is bounded by $\sigma^2$, and the expectation of the local gradients is bounded by $G$. Then the loss function in an arbitrary agent strictly monotonically decreases in every communication round when

$$\lambda = \lambda_t = \frac{||\nabla_{tE+1/2}||}{2KL\eta G},$$ \hspace{1cm} (21)

and

$$\eta = \eta_{e'} = \frac{||\nabla_{tE+1/2}||^2}{\mu(2\sigma^2 + \sum_{e'=1/2}^{e'} ||\nabla L_{tE+\epsilon}||^2)}, e' = 1/2, 1, \cdots, E.$$ \hspace{1cm} (22)

As the loss function $L > 0$, the loss function could converge according to the monotone bounded criterion.

To give a detailed proof, we first propose two lemmas that are important for the theorem. Let $\Phi_{t+1} = \Phi_t - \eta g_t$, we could have the following lemma:

**Lemma 1.** From the beginning of communication round $t + 1$ to the last local update step, the loss function of an arbitrary agent can be bounded as

$$\mathbb{E}[L_{tE+\epsilon}] \leq L_{tE+1/2} - (\eta - \frac{\lambda \lambda_t}{2}) \sum_{e=1/2}^{E-1} \|\nabla L_{tE+\epsilon}\|^2 + \frac{\mu E^2}{2} \sigma^2.$$ \hspace{1cm} (23)

Detailed proof can be found in (Tan et al. 2022).

**Lemma 2.** After the aggregation of local motif prototypes, the loss function of an agent can be bounded as:

$$\mathbb{E}[L_{(t+1)E+1/2}] < L_{(t+1)E} + \lambda K \eta G,$$ \hspace{1cm} (24)

where $K$ is the number of motifs on the server.
Proof.

\[ L_{(t+1)E+1/2} = L_{(t+1)E} + L_{(t+1)E+1/2} - L_{(t+1)E} \]  
(25)

\[ = L_{(t+1)E} + \lambda \sum_{k=1}^{k_i} \left( ||c_{i,k}^{t+1} - c_{N,k}^{t+2}|| - ||c_{i,k}^{t+1} - c_{N,k}^{t+1}|| \right) \]  
(26)

\[ \leq L_{(t+1)E} + \lambda \sum_{k=1}^{k_i} \left( ||c_{N,k}^{t+2} - c_{N,k}^{t+1}|| \right) \]  
(27)

\[ = L_{(t+1)E} + \lambda \sum_{k=1}^{k_i} \left( \frac{1}{|N_k|} \sum_{i \in N_k} |D_{i,k}| \frac{1}{N_k} \sum_{G \in D_{i,k}} ||f_{i}^{t+2}(G) - f_{i}^{t+1}(G)|| \right) \]  
(28)

\[ \leq L_{(t+1)E} + \lambda \sum_{k=1}^{k_i} \left( \frac{1}{|N_k|} \sum_{i \in N_k} L \sum_{G \in D_{i,k}} ||\omega_{i}^{t+2} - \omega_{i}^{t+1}|| \right) \]  
(29)

\[ \leq L_{(t+1)E} + \lambda \sum_{k=1}^{k_i} \left( \frac{1}{|N_k|} \sum_{i \in N_k} L \eta \sum_{e=1/2}^{E-1} \|g_{i,tE+e}\| \right) \]  
(30)

\[ \leq L_{(t+1)E} + \lambda \sum_{k=1}^{k_i} \left( \frac{1}{|N_k|} \sum_{i \in N_k} L \eta \sum_{e=1/2}^{E-1} \|g_{i,tE+e}\| \right) \]  
(31)

After taking expectations from the random variable \( \xi_t \) from both sizes of the equation, we could get:

\[ \mathbb{E}[L_{(t+1)E+1/2}] \leq L_{(t+1)E} + \lambda \sum_{k=1}^{k_i} \left( \frac{1}{|N_k|} \sum_{i \in N_k} L \eta \sum_{e=1/2}^{E-1} \mathbb{E}[\|g_{i,tE+e}\|] \right) \]  
(34)

\[ \leq L_{(t+1)E} + \lambda \sum_{k=1}^{k_i} \left( \frac{1}{|N_k|} \sum_{i \in N_k} L \eta EG \right) \]  
(35)

\[ = L_{(t+1)E} + \lambda k_i \eta EG \leq L_{(t+1)E} + \lambda KL\eta EG, \]  
(36)

where (a) follows from the triangle inequality, (b) follows from Eq. (11), (c) comes from the fact that \( \omega_{i}^{t} \) is the subset of \( \Phi_{i}^{t} \).

**Completing proof for Theorem 2.**

**Proof.** From the above two lemmas, we could get that

\[ \mathbb{E}[L_{(t+1)E+1/2}] < L_{tE+1/2} - (\eta - \frac{\mu \eta^2}{2}) \sum_{e=1/2}^{E-1} ||\nabla L_{tE+e}||^2 + \frac{\mu E \eta^2}{2} \sigma^2 + \lambda KL\eta EG. \]  
(37)

To ensure that the loss function decreases as the communication round \( t \) increases, it is easy to get

\[ (\eta - \frac{\mu \eta^2}{2}) \sum_{e=1/2}^{E-1} ||\nabla L_{tE+e}||^2 + \frac{\mu E \eta^2}{2} \sigma^2 + \lambda KL\eta EG < 0. \]  
(38)

Then the learning rate \( \eta \) and the trade-off parameter \( \lambda \) should satisfy:

\[ \eta < \frac{2 \left( \sum_{e=1/2}^{E-1} ||\nabla L_{tE+e}||^2 - \lambda KLEG \right)}{\mu (E \sigma^2 + \sum_{e=1/2}^{E-1} ||\nabla L_{tE+e}||^2)} \]  
(39)
and

\[ \lambda < \frac{\sum_{e=1/2}^{E-1} ||\nabla L_{tE+e}||^2}{KLEG} \]  \hspace{1cm} (40) 

In practice, we cannot get the gradients after the current round. Therefore, we take the \( \lambda \) to keep the same during one communication round:

\[ \lambda_t = \frac{||\nabla tE+1/2||^2}{2KLEG} \]  \hspace{1cm} (41) 

and keep the learning rate changing with the local update round:

\[ \eta_{e'} = \frac{||\nabla tE+1/2||^2}{\mu(E\sigma^2 + \sum_{e=1/2}^{E} ||\nabla L_{tE+e'}||^2)}, e' = 1/2, 1, 2, \cdots, E. \]  \hspace{1cm} (42) 

Here we complete the proof for Theorem 2.