
The following theory proves that all these three 
transferable patterns ( ,       and ) and their 
mixtures can occur frequently in the mixed 
generator with high probability.

The following theory proves that all graphs generated 
from generator space preserve a mixture of key 
transferable patterns in mixed generator,  e.g., a 
mixture of        and  : .
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Motivation
n To avoid the negative transfer, recent efforts focus on 
what to pre-train and how to pre-train. However, the 
transferability from pre-training data to downstream data 
cannot be guaranteed in some cases.
n It is a necessity to understand when to pre-train, i.e., 
under what situations the “graph pre-train and fine-tune” 
paradigm should be adopted.
n Existing methods train and evaluate on all candidates 
of pre-training models and fine-tuning strategies, 
which is very costly. We propose a W2PGNN framework 
to answer when to pre-train GNNs from a graph data 
generation perspective.

W2PGNN Framework

Key Insight: Downstream data can benefit from pre-training 
data (i.e., has high feasibility of performing pre-training), if it 
can be generated with high probability by a graph generator that 
summarizes the transferable patterns of pre-training data.

Application Cases
nProvide the application scope of a graph pre-trained 

model.
nEstimate the feasibility of performing pre-training for 

a downstream.
nPre-training data selection to benefit the downstream.
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(a)	Existing methods make costly “pre-train and fine-tune” attempts.
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(b)	W2PGNN tells the feasibility of pre-training before “pre-train and fine-tune”.

Figure : Illustration of our proposed framework W2PGNN 
to answer when to pre-train GNNs.

ninput space:
ego-networks (node-level) & graphs (graph-level)
ngenerator space:

a graphon basis 𝐵! (i.e., generator) fitted from a set of
(sub)graphs with similar patterns.
 each 𝐵! is assigned with a corresponding weight α! .
weighted combination of generator basis 𝑓 α! , 𝐵! =
∑!"#$ α!𝐵!
generator space: all weighted combinations Ω =

{𝑓 α! , 𝐵! |∀ α! , 𝐵! }}
npossible downstream space:
all the graphs produced by the generators in the generator
space 𝐷 = {𝐺 ← 𝑓|𝑓 ∈ Ω}.
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Feasibility Definition & Approximation

p reduced generator basis space  

p α𝒊 is learnable parameter

Ø integrated basis {𝐵!}integr
Ø domain basis {𝐵!}domain
Ø topological basis {𝐵!}!"#"

highest probability of the downstream data 
generated from a generator in the generator space

nDefinition[feasibility of performing pre-training]:

nApproximated feasibility :
Problem: Exhausting all possible α! , 𝐵! is impractical.

①Using all pre-training data for pre-training is not always a 
reliable choice.

② Pre-training data selected by W2PGNN ranks first. 

pTable: Node classification results when performing pre-training on 
different selected pre-training data. “All Datasets” refers to the results of 
using all pre-training data without selection.

nQ2: Does the pre-training data selected by W2PGNN 
actually help improve the downstream performance 
(application case of data selection)?

Theoretical Analysis
nAn illustrative example

pTheoretical Justification of Generator Space.

pTheoretical Justification of Possible downstream 
Space.

n  Q1: Is the feasibility of pre-training estimated by 
W2PGNN positively correlated with the downstream 
performance (application case of feasibility)?

Experiment Results

pFigure: Estimated feasibility (in x-axis) versus the best downstream 
performance (in y-axis) of all <pre-training data, downstream data> 
pairs on node classification when select budget is 2.

pTable: Pearson correlation coefficient between the estimated feasibility 
and the best downstream performance on node classification. 𝑁 denotes 
the number of candidate pre-training datasets (i.e., select budget) that 
form the pre-training data.

nThe feasibility estimated by W2PGNN achieve the highest overall 
ranking in most cases!

pFigure: Estimated feasibility (in x-axis) versus the best downstream 
performance (in y-axis) of all <pre-training data, downstream data> pairs 
on node classification when select budget is 3.

. 

Assume a collection of pre-training graphs fit into a 
generator basis {𝐵#, 𝐵$, 𝐵%},  with corresponding key 
transferable patterns       ,       and      , respectively. 
Their convex combination gives rise to a mixed 
generator 𝑓 α& , 𝐵& = ∑&'#( α&𝐵&.

https://github.com/zjunet/W2PGNN 

n A strong positive correlation between estimated pre-training 
feasibility and the best downstream performance! 

https://github.com/zjunet/W2PGNN

